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(57) ABSTRACT

A mechanism is provided for tape writing of small transac-
tions. A first file is written as a plurality of fixed-length data
sets (DS), the DS number of the final DS in the plurality of
DS is stored in memory as #N(DS#N) and the WP number
as #M(WP#M), and the final first file and the second file in
the DS following the final DS(DS#N, WP#M) containing the
first file are packed and written in sequential DS units, and
are stored as DS#N, DS#N+1, etc. and WP#M+1 in sequen-
tial order in DS containing the second file. The remaining
first, second, or third file is packed and DS#N with WP#M
is overwritten as DS#N with WP#M+2, and the remaining
#N in the DS numbers of the second file and the third file in
the subsequent DS are written as DS#N+1, N+2, etc. with
WP#M+2, and the DS#N, #N+1, #N+2, etc. with WP#M+2
are stored.

18 Claims, 7 Drawing Sheets
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MEMORY MAP IN CARTRIDGE MEMORY (CM}

CORRESPONDING RELATIONSHIP BETWEEN DATA SET NO. AND WRITEPASS

DATASET# WRITEPASS (WP)
2 2
107 3
150 5
208 7
1005 8
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FIG. 9
FLOWCHART FOR WRITING FILES

TAPE DRIVE WRITE THIS TO DS#N. THE WP OF DS#N IS WP#M, AND 1S

IN THIS CASE, THE HOST HAS ASKED TO WRITE FILE AAND TWO FM. THE | 802
STEP 1
RECORDED IN THE CM.

IN THE NEXT CASE, THE HOST HAS ASKED TO WRITE FILE B AND TWO FMIN| 804
FRONT OF THE LAST FM. FILE B AND THE FM ARE PACKED IN AFTER THE
DATA SET INCLUDING FILE A. THE DATA SET IS DS#N. THE WP IS WP#M+2.

|

FILE A AND FILE B ARE WRITTEN TO DATA SET DS#N, WP#M+1 SO THAT | 806
DATA SET DS#N, WP#M IS NOT OVERWRITTEN. > STEP2

WHEN DS#N IS READ, THERE IS A RISK THAT DS#N WITH WP#MWILLBE | 807
SENT TO THE HOST INSTEAD OF DS#N WITH WP#M+1. IT IS RECORDED IN
THE CM OF THE TAPE CARTRIDGE TO READ DS#N WITH WP#M+1. WHEN
DS#N IS READ, THE CM INFORMATION IS READ.

FRONT OF THE LAST FM. FILES A-C AND THE FM ARE SIMPLY PACKED INTO
DS#N. DATA SET DS#N, WP#M IS OVERWRITTEN AS DATA SET WP#M+2.

810

IS OVERWRITING SUCCESSFUL?

YES IN THIS CASE, FILE A AND FILE B ARE

RECOVERED. INSTEP 2 (807), DS#EN, WP#M+1 IS

READ ON THE BASIS OF INFORMATION STORED
IN THE CM.

IN THE NEXT CASE, THE HOST HAS ASKED TO WRITE FILE C AND TWO FM IN]_—808 }
STEP 3

WHEN SUCCESSFUL, DS#N WITH WP#M+1 DOES |~ 812
NOT HAVE TO BE READ WHEN DS#N IS READ.
IN STEP 2 (807), THE DS#WP# INFORMATION

REGISTERED IN THE CM IS DELETED.

!

1
WRITE FILES D, E, F, ETC. VS ° _» STEP4
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TAPE STORAGE DEVICE AND WRITING
METHOD THEREFOR

BACKGROUND

The present invention relates to a tape writing method
and, more specifically, to a writing method and tape record-
ing device (tape drive) for situations in which there is a
request to write small transactions to tape.

Typical examples of tape drives include Linear Tape-
Open (LTO) tape drives and the IBM Enterprise Tape Drive
TS1130. There are two general classes of tape media used in
these tape drives: data cartridges and write once read many
(WORM) cartridges. The following explanation makes ref-
erence to CD recording media. The two cartridges corre-
spond to CD-RW (compact disc-rewritable) and CD-R
(compact disc recordable). Data stored in the former can be
erased and rewritten. This cannot be done in the case of the
latter.

Ahost sends a variable-length transaction (either a file or
data) to a tape drive to be recorded (Write command). The
data is sent from the host as variable-length data. When the
data is written to the tape medium, the tape drive recon-
structs the data as 1.6 MB fixed-length data called a DataSet
(DS).

The tape drive writes the data to the tape medium in data
set units. The data sets are identified using two IDs: a data
set number (DS#) and a WritePass (WP). The DS# begins at
0. The DS# is used in the sense that, once data set DS#N has
been filled with data, it is packed into data set DS#N+1. The
WP indicates the generation/freshness of the DS#. The data
sets are usually written to the data media in sequential order
with respect to DS#.

For example, when the content of DS#N is updated, the
DS#N is written using a WP higher than the WP of any data
set on the tape. When a data set is read and the WP of DS#N
is #M, the tape drive then reads DS#N+1 with a WP of M
and over. In other words, when DS#N is updated, logically
speaking a DS after DS#N+1, which has already been
written, has been erased, and the older DS can no longer be
read.

In an IBM Enterprise Tape Dive or a Linear Tape-Open
(LTO) compatible tape drive, data is written to the tape
medium sequentially in fixed-length data set (DS) units. The
tape drive sequentially reads DS written to the tape in
response to a read command from a host. A single tape
cartridge can be used over and over by a tape drive by
overwriting old DS with new DS.

FIG. 1 is a diagram showing a plurality of DS written on
a tape medium. The DS on the tape are overwritten. The tape
drive at first writes new data in DS units on the tape medium
in sequential order with respect to the DS number (DS#).
When DS on the tape is overwritten, it is desirable to
substantially overwrite the old DS on the tape medium with
a new DS using the same, unaltered DS#.

In the lower section of FIG. 1, DS#1 through #5 have been
overwritten. Each DS written to the tape is assigned a DS#
and a WritePass (WP) as identifiers. During data writing, the
tape drive increases the DS# by one increment each time a
DS is written to the tape. The WP of the same DS# indicates
the number of times a writing operation has been performed.
An increment is added each time an overwriting operation is
performed and each time a retry operation is performed
when an error occurs. When a DS writing operation fails at
DS#X (where X is an arbitrary number), the tape drive
allows the increased value for the WP as a DS of a
subsequent number.
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The upper section of FIG. 1 indicates the current data
writing state. This is the initial stage in which each DS has
been successfully written to the tape. In the current state,
each DS has only been written to once. As a result, each DS
is assigned the same value (WP1). In the lower section of
FIG. 1, the WP for overwritten DS#1 through #5 is increased
from 1 to 2. The tape drive differentiates an old DS from a
new DS in the same overwritten DS# on the tape using the
WP value, and reads the new DS.

The complete overwriting of an old DS by a new DS with
the same DS# is desirable from the standpoint of data
integrity (DI). However, because some errors occur in the
write control of a tape drive, both ends of an old DS written
to a tape remain. Therefore, when many overwriting opera-
tions have been performed, many DS with the same DS#
remain on the tape. During sequential reading, the tape drive
transfers to the host the DS with the highest WP from among
a plurality of DS with the same DS# as the new DS in order
to ensure data integrity (DI).

The length of a data set written to a tape medium is
approximately 10 cm. When the tape drive write data sets,
the interval of sequential data sets has to be less than 4 m.
It is because the range to be searched is limited when data
sets are read.

The interval between data sets is usually as short as
possible. When the interval increases, the recording density
in the portion decreases, and the amount of data written to
the tape medium decreases. Also, when a certain data set is
overwritten (data including a certain data set is updated), the
writing begins at the start of the previously written data set
with the same DS#. This is to avoid sending to the host a data
set containing data prior to the update when the data set is
read.

The host can write special data called a file mark (FM) on
the tape medium. An FM is the equivalent of a bookmark,
and is used as a separator between files. An FM is used for
positioning when written data is read.

One FM is written between files and two FM are written
at the end of the final file. When using these FM, the host
writes two FM when it finishes the writing of files. When the
next file is written, the data is usually written so as to
overwrite the last FM. The last FM is also overwritten in a
WORM cartridge. When data written at the end of data
written to a cartridge has a plurality of FM, some of the FM
can be deleted.

FIG. 2 is a diagram showing two FM written each time a
file is written to tape. In order to realize this function, when
a current tape drive writes a plurality of FM to a WORM
cartridge, the initial FM and the second and subsequent FM
are written to separate data sets. First, File A sent from the
host is stored in the buffer memory of the tape drive. When
two FM have been written, File A and an FM are stored in
DS#N. The data is written to the tape medium with another
FM stored in DS#N+1. Next, the drive writes File B and two
FM from the host to follow the first FM written after File A.
The tape drive writes File B and an FM to DS#N+1. When
File A is written, DS#N+1 is overwritten using a WP higher
than the WP used for the previously written DS#N+1.
Afterwards, an FM is stored in DS#N+2, and DS#N+2 is
written after DS#N+1 using the same WP as the last
DS#N+1 that was written. Afterwards, File C and so forth
are written in the same manner.

International Laid-open Patent Publication No. WO2007/
102434 provides a technology for continuing to read data
quickly and accurately after a reading error has occurred.
This patent literature belongs to the technical field of the
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present invention in that a tape reading device is connected
to a host computer, but it only presents a reading technology.

SUMMARY

In one illustrative embodiment, a method, in a data
processing system, is provided for writing a file in accor-
dance with a write request from a host to a device for
recording to tape in fixed-length data set (DS) units. In this
writing method, the tape writing method writes a first file as
a set of DS to the tape medium in a case in which a write
request for the first file is received; stores in non-volatile
memory a DS number of a last DS in the set of DS as
#N(DS#N) and the WP number as #M(WP#M); write to the
tape medium in sequential DS units the first file and the
second file in the DS following the last DS containing the
first file in a case in which a write request for a second file
is received following the first file; and store in non-volatile
memory the DS containing the second file with incremental
DS numbering and WP#M+1.

In other illustrative embodiments, a computer program
product comprising a computer useable or readable medium
having a computer readable program is provided. The com-
puter readable program, when executed on a computer,
causes the computer to perform various ones of, and com-
binations of, the operations outlined above with regard to the
method illustrative embodiment.

In yet another illustrative embodiment, a tape recording
device is provided. The tape recording device may comprise
a buffer for temporarily storing files from the host, a tape
medium to which the files stored in the buffer are written in
fixed-length DS units, and a read/write control mechanism
for reading and writing files to and from the tape medium in
data set (DS) units. The read/write control mechanism
executes various ones of, and combinations of, the opera-
tions outlined above with regard to the method illustrative
embodiment.

These and other features and advantages of the present
invention will be described in, or will become apparent to
those of ordinary skill in the art in view of, the following
detailed description of the example embodiments of the
present invention.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 depicts a diagram showing a plurality of data sets
(DS) written on a tape medium;

FIG. 2 depicts a diagram showing two file marks (FM)
written for each file written on the tape;

FIG. 3 depicts a diagram showing the occurrence of an
error in which a file (File A) and the next file (File B) are not
written to separate DS#;

FIG. 4 depicts a diagram showing an example of a
configuration for a tape drive 10 in which the present
embodiment can be realized,

FIG. 5 depicts a diagram showing a case in which the DS
in the same DS#N on the tape has been overwritten three
times, and the old DS has been completely overwritten;

FIG. 6 depicts a diagram showing a case in which the DS
in DS#10 has been overwritten (lower drawing) after DS
have been initially written to the tape from #1 to #20 (upper
drawing);

FIG. 7 depicts a table showing the memory map of the
attribute information for the tape cartridge recorded in the
cartridge memory (CM);
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FIG. 8 depicts a diagram used to explain the writing
method of the present invention; and

FIG. 9 depicts a flowchart showing the process for writing
a file in the present invention.

DETAILED DESCRIPTION

The following is an explanation of some typical embodi-
ments (referred to simply as embodiments) of the method of
the present invention used by a tape drive to write data (files,
transactions). These embodiments are for illustrative pur-
poses only, and the selection method of the present invention
is not limited to them.

FIG. 3 is a diagram showing a situation in which an error
occurs when a file (File A) and the next file (File B) are not
written to separate DS#. When the tape drive stores two FM
in a data set, and writes File A and two FM, an overwriting
operation occurs. When all of this has been packed in DS#N,
overwriting occurs, the last FM is deleted, and DS#N has to
be rewritten in order to write File B.

When File B is written, File B is also added to an empty
area in DS#N, and DS#N is written. When an error occurs
during the writing operation for File B, data is even lost in
File A, which is data that has already been written and
ensured. One means of preventing the loss of File A when a
writing error occurs is to write B to a separate DS. A second
and subsequent FM separate another DS so that DS#N
containing File A does not have to be written again when
File B is written. A WORM cartridge does not allow File A
and the FM immediately after the file to be overwritten once
they have been written.

FIG. 4 is a diagram showing an example of a configura-
tion for a tape drive 10 in which the present embodiment can
be realized. The tape drive 10 writes and overwrites a
plurality of files or data (files) sent from the host 30 to a tape
medium in fixed-length data set (DS) units. A DS is a unit
for writing a grouping of a plurality of files to tape with a
fixed-length format structure. The present invention does not
exclude the use of variable-length DS. However, the
embodiments explained below use fixed-length DS.

The tape drive 10 includes an interface 11, a buffer 12, a
channel 13, a head 14, a motor 15, and reels 22 for winding
the tape 23. It also includes a read/write controller 16, a head
position control system 17, and a motor driver 18. Two
motors 15 can be provided. A tape cartridge 20 is detachably
mounted in the tape drive 10.

The tape cartridge 20 includes tape 23 wound around a
reel 21. The tape 23 moves in a longitudinal direction from
reel 21 towards reel 22 or from reel 22 towards reel 21 as the
reels 21, 22 rotate. The tape 23 can be a tape medium other
than magnetic tape. So that the tape can be moved at high
speed to the target position during reading, the tape drive
stores attribute information on the tape cartridge (called a
tape directory) in the non-contact non-volatile memory
installed inside the tape cartridge which is called the car-
tridge memory (CM) 25. Data is read from and written to the
cartridge memory CM25 for the tape 20 by the tape drive 10
in non-contact fashion.

FIG. 7 is a table showing the memory map of the attribute
information for the tape cartridge recorded in the cartridge
memory (CM). When the tape drive shifts the writing
position and retries during overwriting, DS information is
written to the CM from the retry. In order to prevent
problems such as an inability to overwrite due to damaged
media, the tape drive shifts the writing position during
overwriting and writes this to the CM attached to the tape
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cartridge. For example, the newest value for the number of
writing operations performed at a specific DS# is recorded
as the WP value in the CM.

When the tape 23 is moving in a longitudinal direction,
the head 14 reads information to the tape 23 or reads
information from the tape 23. The motor 15 rotates the reels
21, 22. One motor 15 is shown here, but a motor is
preferably provided for each reel 21, 22.

The read/write control 16 controls the entire tape drive 10.
For example, the writing of data to the tape 23 and the
reading of data from the tape 23 is controlled in accordance
with commands received by the interface 11. It also controls
the head position control system 17 and the motor driver 18,
adds and reads correction codes for written data, and cor-
rects errors in read data. The motor driver 18 drives the
motor 15.

The interface 11 communicates with a host 30 which is an
example of a higher-level device. It receives from the host
30 commands for moving the tape 23 to a target position,
commands for writing data to the tape 23, and commands for
reading data from the tape 23. These correspond to posi-
tioning commands, Write commands, synchronization com-
mands (Flush), and Read commands. Also, the interface 11
replies to the host 30 indicating whether the processing
corresponding to these commands has been successful or a
failure. The host 30 indicates the position and number of
variable-length data [sets] in these commands, and sends
them to the tape drive 10.

The buffer 12 is memory for storing data to be written to
the tape 23 and data read from the tape 23. It can be
configured, for example, from DRAM. Also, the buffer 12 is
composed of a plurality of fixed-length buffer segments, and
each buffer segment stores a data set (DS), which is the unit
in which data is read from and written to the tape 23. A data
segment is composed of a portion of data or a plurality of
data sent from the host 30. Data passing through the read/
write channel 13 is written to the tape 23 by the head 14 in
DS units (e.g., 400 KB or 1.6 MB). A synchronization
command is a command for writing data stored in the buffer
to the tape.

FIG. 5 is a diagram showing a case in which the DS in the
same DS#N on the tape has been overwritten three times,
and the old DS has been completely overwritten. When data
is read, the tape drive reads data in DS# order. When there
is a plurality of DS at the same DS#N, the DS data with the
largest WP is read. In a case in which the tape drive has
overwritten the DS with a specific number, the CM directory
is referenced when the DS is read. This does not affect
reading performance.

When read in sequential order and a DS with a certain WP
is read, the DS with the lower WP is an unwanted (obsolete)
file (data). The unwanted data is ignored based on the WP,
and the tape drive continues to read the tape. For example,
when the tape drive reads DS#N, it reads three DS#N with
WP1, 2 and 3. When the WP value of DS#N-1 written to the
tape is 3, the DS with WP1 and WP2 lower than 3 are
ignored.

FIG. 6 is a diagram showing a case in which the DS in
DS#10 has been overwritten (lower drawing) after DS have
been initially written to the tape from #1 to #20 (upper
drawing). The tape drive ignores the DS (DS#11-#20) after
the overwritten DS in DS#10, and reads sequentially. In the
reading method for DS#10-#20, the tape drive assigns WP2
to the overwritten DS#10 to identify the old DS (WP1) in
DS#10. After DS#10 has been overwritten (lower drawing),
the tape drive ignores the initially written DS#11-#20 during
the reading process. Even though there are DS on the tape
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at #11, 12, etc., the tape drive considers the DS after DS#10
to be non-existent because the WP for the old DS#11, 12, etc.
are lower than the WP for the subsequently written DS#10.
Thus, the example in FIG. 6 does not affect reading perfor-
mance, and there is no problem with data integrity (DI) in
which data included in old data sets is mistakenly sent to the
host.

The writing method in the present invention will now be
explained using FIG. 8.

In the writing method of the present invention, each file
is written in a new procedure using WP. This new writing
method improves the recording density of data on a tape
medium when the file size is small relative to the capacity of
a data set, and data integrity and writing performance are not
adversely affected.

FIG. 9 is a flowchart showing Steps 1-4 for file writing in
the present invention.

1.(802) In this case, the host has asked to write File A and
two FM. The tape drive writes all of this to data set DS#N.
The WP of DS#N is WP#M, and this is recorded in the CM.
Here, a second FM is packed into DS#N, but this is not a
requirement of the present invention. Storing the second FM
in DS#N+1 is also within the scope of the present invention.

2.(804) In the next case, the host has asked to write File
B and two FM in front of the last FM. The tape drive packs
in File B and the FM after the data set including File A, and
writes this to the tape medium as DS#N, WP#M+2.

(806) At this time, unlike the conventional technique, the
data set DS#N, WP#M. It is a characteristic of the present
invention that data set DS#N, WP#M is not overwritten. File
A and File B are written to data set DS#N, WP#M+1 after
data set DS#N, WP#M.

(807) When DS#N is read as written, there is a risk that
DS#N with WP#M will be sent to the host instead of DS#N
with WP#M+1. When DS#N is read, the reading of DS#N
with WP#M+1 is recorded to the non-volatile memory (CM:
cartridge memory) in the tape cartridge. When data set
DS#N is read, data set DS#N with WP#M+1 can be read on
the basis of the recorded data in the CM.

3.(808) In the next case, the host has asked to write File
C and two FM in front of the last FM. Files A-C and the FM
are simply packed into DS#N as much as possible.

(810) DS#N is written to the tape medium as a data set
WP#M+2 so that data set DS#N, WP#M is overwritten.

(812) In this case, the writing of File C was a success. In
Step 3, the writing was a success across DS#N and two or
more DS with WP#M+2 (DS#N, #N+1, etc.). Once the
writing of this data set is successful, DS#N with WP#M+1
does not have to be read when DS#N is read. In Step 2, the
DS# WP# information registered in the CM is deleted. The
data that does not fit into DS#N is stored as DS#N+1, #N+2,
etc. and written to the tape.

(814) In this case, the writing of the DS to DS#N,
WP#M+2 was a failure.

When C is written in Step 3 (808), File A and File B are
read by the data drive. In Step 2 (807), the information in the
failed DS#N, WP#M+2 is ignored on the basis of the
information stored in the CM. The DS in DS#N is referenced
in the CM, and the DS with WP#M+1 is read. Even when the
writing of the DS in DS#N, WP#M+2 has failed, File A and
File B can be recovered by reading the DS with WP#M+1.

4.(816) The process in Step 2 and Step 3 can be repeated
for Files D, E, F, etc. Management of the corresponding
relationships between the DataSet Numbers (DS#) and the
WritePass Numbers (WP#) shown in FIG. 7 is not limited to
the CM in the cartridge. For example, DS# and WP# can be
stored in non-volatile memory installed in the tape drive.
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In order to simplify the explanation, the size of the files
was assumed to be less than half that of the capacity of the
data set. The present invention is effective when the trans-
action size is sufficiently smaller than the size of the data set.

However, the present invention can be applied even in a
case in which the file size is greater than the capacity (for
example, 1.6 MB) of the data set. The start position for
writing the newly written data set during writing of File B
which is sufficiently larger than the size of the data set has
sufficient separation from the previously written data set.
Also, the present invention can be adapted by physically
adjusting the timing for overwriting each data set.

When the size of File B is very large (several GB), the
rewriting of several DS is interposed in Step 3 (808). When
File C is written, the rewriting of File B to overwrite the DS
at DS#N, WP#M (Step 3 (808)) is not practical because it
takes too much time. Two DS#N with WP#M and WP#M+2
remain on the tape. However, there is no problem with
reading DS as explained above. Also, compared to the
conventional technique (explained with reference to FIG. 2),
there are no problems from the standpoint of tape capacity.

When the size of File B is very large, the rewriting of B
(Step 3 (808) takes a long time. Without waiting to write File
C, the DS at DS#N, WP#M can be overwritten in the DS
data content immediately after the writing of the DS at
DS#N,WP#M+2 has been successful. File B can be con-
tinuously written in the data after DS#N, that is, in DS#N+1
and thereafter. Because the tape has to be rewound one extra
time (2-4 seconds), it takes a few seconds longer than the
time required to simply write File B. However, this can
avoid loss of tape capacity when two DS#N with WP#M and
WP#M+2 remain on the tape.

In this process, the data set at DS#N, WP#M+2 is written
at the start of Step 3. However, this can be performed at the
end of Step 2 without waiting for the writing of File C. In
this case, the processing in Step 2 can include the writing of
File C. When the file continues to be written, the tape has to
be rewound one extra time so that the writing of a data set
at DS #N, WP#M+2 is performed in Step 2. As a result, this
adversely affects performance. However, because the inter-
val in which each file is written is more than a few seconds,
the tape drive is idle for more than a few seconds. This is
effective in that it does not require extra time and is easy to
implement.

The effect on the capacity of the tape medium depends
solely on the correlation between the size of the file and the
size of the data set. When the capacity of the data set is C
and the file size is F, the extra data written on the tape
medium is a factor of C/F compared to the conventional
technique. For example, when the capacity of the data set is
1.6 MB and the file size is 256 KB, the extra data written is
a factor of 1.6 MB/256 KB=6.4.

As for the effect on writing performance, the writing
method of the present invention can be expected to improve
performance. For example, when the file size is 256 KB, two
DS are written for each file in the conventional technique
(explained with reference to FIG. 2). The technique of the
present invention can be expected to improve performance
because one DS is written once or twice.

The speed at which the tape moves is 1.5 [m/sec], and the
tape drive can move the tape medium in an approximate
range from 1.5 [m/sec] to 8.5 [m/sec]. In a case in which a
small number of DS are written, it takes more time when the
tape is accelerated and decelerated than when the tape
operates at a constant speed. Therefore, selection of a slow
tape speed improves performance. When the acceleration is
10 [m/sec2], the time of stable tape travel after acceleration
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is 0.4 [sec], and the length of the data set is 10 [cm ], the time
required to write one DS or two DS is calculated as follows.

One DS:4x1.5/1040.4x2+1x0.1/1.5=1.47 [sec]

Two DS:4x1.5/1040.4x2+2%0.1/1.5=1.53 [sec]

Also, in the conventional technique, it always has to go
back one DS. In the technique of the present invention, while
writing starts immediately after the last DS written in Step
2, it has to go back two DS in Step 3. The writing process
of the present invention is qualitatively superior to the
conventional technique in terms of performance. While
there is a quantitative improvement of several percent, the
difference is not significant.

The invention claimed is:

1. A method, in a data processing system, for writing files
of less than fixed length to a tape medium, the method
comprising:

responsive to receiving a write request, writing a first file

from a host to the tape medium as a set of datasets
(DSs) when receiving files from the host, wherein the
write request for each file is accompanied by a syn-
chronization command (Flush) after the write com-
mand (Write) from the host;

storing a DS number (DS#N) of a last DS and a WritePass

(WP) number #M(WP#M) of a last write operation to
nonvolatile memory;

sequentially writing DSs filled with the first file and a

second file to a DS following the last DS containing the
first file to the tape medium when receiving the second
file following the first file;

assigning incremental DS numbering and WP number

#M+1 to the DSs containing the second file and the first
file;

storing the DS numbers and the WP number associated

with first file and the second file to the nonvolatile
memory;

overwriting a DS filled with the remaining portion of the

first file, the second file, and a third file as DS#N and
WP#M+2 when receiving the third file following the
second file;

writing the remaining portion after DS#N as incremental

DS numbering to the tape medium; and
storing information regarding WP#M+2 assigned to the
DS numbering to the nonvolatile memory.

2. The method of claim 1, wherein, in a case in which the
writing of DS(#N, WP#M+2) associated with the first file,
the second file, and the third file is successful, the method
further comprising:

deleting previous DS numbers and WP numbers associ-

ated with the first file, the second file, and the third file
from the non-volatile memory prior to storing the DS
numbering and WP numbering associated with writing
the first file, the second file, and the third file, wherein
in a case in which DS#N is to be found, referencing the
non-volatile memory and reading the DS numbers with
WPHM+2.

3. The method of claim 1, wherein in a case in which the
writing of DS(#N, WP#M+2) associated with the first file,
the second file, and the third file has failed, the first, second
or third file contained in the DS with WP#M+2 stored in the
non-volatile memory is read in a case in which the DS#N is
to be found.

4. The method of claim 2, wherein in a case in which a file
is sufficiently smaller than the fixed length of the data set, a
plurality of files are packed in a fixed-length data set to
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approach a recording density for writing of 100% with
respect to the fixed length of the data set.

5. The method of claim 1, wherein the nonvolatile
memory is cartridge memory (CM) in which a cartridge
contains the tape medium.

6. The method of claim 1, wherein a file mark (FM) is
written at an end of each written file following the synchro-
nization command.

7. A computer program product comprising a computer
readable storage medium having a computer readable pro-
gram for writing files of less than a fixed length to a tape
medium stored therein,

wherein the computer readable program, when executed

on a computer, causes the computer to:

responsive to receiving a write request, write a first file
from a host to the tape medium as a set of datasets
(DSs) when receiving files from the host, wherein
the write request for each file is accompanied by a
synchronization command (Flush) after the write
command (Write) from the host;

store a DS number (DS#N) of a last DS and a WritePass
(WP) number #M(WP#M) of a last write operation
to nonvolatile memory;

sequentially write DSs filled with the first file and a
second file to a DS following the last DS containing
the first file to the tape medium when receiving the
second file following the first file;

assign incremental DS numbering and WP number
#M+1 the DSs containing the second file and the first
file;

store the DS numbers and the WP number associated
with first file and the second file to the nonvolatile
memory

overwrite a DS filled with the remaining portion of the
first file, the second file, and a third file as DS#N and
WPM#M+2 when receiving the third file following
the second file;

write the remaining portion after DS#N as incremental
DS numbering to the tape medium; and

store information regarding WP#M+2 assigned to the
DS numbering to the nonvolatile memory.

8. The computer program product of claim 7, wherein, in
a case in which the writing of DS(#N, WP#M+2) associated
with the first file, the second file, and the third file is
successful, the computer readable program further causes
the computer to:

delete previous DS numbers and WP numbers associated

with the first file, the second file, and the third file from
the non-volatile memory prior to storing the DS num-
bering and WP numbering associated with writing the
first file, the second file, and the third file, wherein in
a case in which DS#N is to be found, referencing the
non-volatile memory and reading the DS numbers with
WP#M+2.

9. The computer program product of claim 7, wherein in
a case in which the writing of DS(#N, WP#M+2) associated
with the first file, the second file, and the third file has failed,
the first, second or third file contained in the DS with
WP#M4+2 stored in the non-volatile memory is read in a case
in which the DS#N is to be found.

10. The computer program product of claim 9, wherein in
a case in which a file is sufficiently smaller than the fixed
length of the data set, a plurality of files are packed in a
fixed-length data set to approach a recording density for
writing of 100% with respect to the fixed length of the data
set.
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11. The computer program product of claim 7, wherein the
non-volatile memory is cartridge memory (CM) in which a
cartridge contains the tape medium.

12. The computer program product of claim 7, wherein a
file mark (FM) is written at an end of each written file
following the synchronization command.

13. A tape recording device for recording in fixed-length
data set (DS) units and for writing a file to a tape medium
in accordance with a file writing request from a host, the tape
recording device comprising:

a buffer for temporarily storing files from the host; and

a read/write control mechanism for reading and writing

files to and from the tape medium in data set (DS) units,

wherein the read/write control mechanism executes;

responsive to receiving a write request, writing a first
file from the host to the tape medium as a set of
datasets (DSs) when receiving files from the host,
wherein the write request for each file is accompa-
nied by a synchronization command (Flush) after the
write command (Write) from the host;

storing a DS number (DS#N) of a last DS and a
WritePass (WP) number #M(WP#M) of a last write
operation to nonvolatile memory;

sequentially writing DSs filled with the first file and a
second file to a DS following the last DS containing
the first file to the tape medium when receiving the
second file following the first file;

assigning incremental DS numbering and WP number
#M+1 to the DSs containing the second file and the
first file;

storing the DS numbers and the WP number associated
with first file and the second file to the nonvolatile
memory;

overwriting a DS filled with the remaining portion of
the first file, the second file, and a third file as DS#N
and WP#M+2 when receiving the third file following
the second file;

writing the remaining portion after DS#N as incremen-
tal DS numbering to the tape medium; and

storing information regarding WP#M+2 assigned to the
DS numbering to the nonvolatile memory.

14. The tape recording device of claim 13, wherein, in a
case in which the writing of DS(#N, WP#M+2) associated

with the first file, the second file, and the third file is
successful, the read/write control mechanism further
executes:

deleting previous DS numbers and WP numbers associ-
ated with the first file, the second file, and the third file
from the non-volatile memory prior to storing the DS
numbering and WP numbering associated with writing
the first file, the second file, and the third file, wherein
in a case in which DS#N is to be found, referencing the
non-volatile memory and reading the DS numbers with
WP#M+2.

15. The tape recording device of claim 13, wherein in a
case in which the writing of DS(#N, WP#M+2) associated
with the first file, the second file, and the third file has failed,
the first, second or third file contained in the DS with
WP#M4+2 stored in the non-volatile memory is read in a case
in which the DS#N is to be found.

16. The tape recording device of claim 15, wherein in a
case in which a file is sufficiently smaller than the fixed
length of the data set, a plurality of files are packed in a
fixed-length data set to approach a recording density for
writing of 100% with respect to the fixed length of the data
set.
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17. The tape recording device of claim 13, wherein the
non-volatile memory is cartridge memory (CM) in which a
cartridge contains the tape medium.

18. The tape recording device of claim 13, wherein a file
mark (FM) is written at an end of each written file following 5
the synchronization command.
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